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Course Design and Implementation of Embedded Operating Systems   (2013 Spring) Exam. #0
請務必填上系級、學號及姓名，連同題目卷繳回
考試時間：120分鐘
1. List and very briefly describe the four conditions that must hold for deadlock to occur.
· Mutual Exclusion - The resources must be accessed by only one process at a time

· Hold and Wait - a process must hold resources while waiting for other resources

· Circular Wait - a set of processes must each hold something that the others need

· No Preemption - processes must not be able to steal resources from each other
2. Five processes arrive to a system at the same in the following order: A, B, C, D, E. The running times of the processes is as follows (respectively): 10, 6, 2, 4, 8ms. Compute the average turnaround time:

(1) Scheduling discipline is Shortest Job First.
The processes will be scheduled in the following order (2, 4, 6, 8, 10) = (C, D, B,
 E, A).

Turnaround time of C is: 2ms

Turnaround time of D is: 6

Turnaround time of B is: 12

Turnaround time of E is: 20

Turnaround time of A is: 30

Average turnaround time is = 2+6+12+20+30/5 = 14ms
(2) Scheduling discipline is Round-Robin (compute your answer as quantum goes to

zero, and assume the context switch time is zero).
The order of completion of processes will be: C, D, B, E, A.

Remaining times to finish for these processes: (2,4,6,8,10ms)

First C will be complete. C’s running time is 2ms. Together with C (including),

there are 5 processes sharing CPU in RR fashion. Therefore It will take 2x5ms

until C completes. Therefore C’s turnaround time is 10ms.

After C is completed, there are 4 processes running in the CPU; D, B, E, A. The

remaining times to finish for these processes are: (2,4,6,8ms)

D will finish next. B’s remaining time is 2 ms. Therefore it will take 2x4 = 8ms until D finishes. Hence, D’s turnaround time is: 10 + 8 = 18ms.

After D is completed, there are 3 processes running in the CPU; B, E, A. The

remaining times to finish for these processes are: (2,4,6ms). B

will finish next. B’s remaining time is 2 ms. Therefore it will take 2x3 = 6ms until B finishes. Hence, B’s turnaround time is: 10 + 8 + 6= 24ms.

After B is completed, there are 2 processes running in the CPU; E, A. The

remaining times to finish for these processes are: (2,4ms). E

will finish next. E’s remaining time is 2 ms. Therefore it will take 2x2 = 4ms until E finishes. Hence, E’s turnaround time is: 10 + 8 + 6 + 4= 28ms.
3. Suppose we have a disk with 512 tracks, and the disk is currently at track 110 (heading towards 111) and the disk queue contains read/write requests for sectors on tracks 84, 302, 103, 96, and 407. Please anwser the following questions:
(1) How far must the head travel to satisfy the requests in the queue using the FCFS optimization strategy?
26 + 218 + 199 + 7 + 311 = 761
(2) How far must the head travel to satisfy the requests in the queue using the Scan optimization strategy?
402 + 428 = 830
(3) How far must the head travel to satisfy the requests in the queue using the Look optimization strategy?
297 + 323 = 620
(4) How far must the head travel to satisfy the requests in the queue using the SSTF optimization strategy?
7 + 7 + 12 + 206 + 105 = 337
(5) If the head travels at a fixed rate, which strategy is most efficient (i.e. takes the least amount of time to satisfy all of the requests)?
SSTF
4. List two key distinctions between a semaphore and a monitor
· A monitor implicitly enforces a sequence of acquire/release operations; a semaphore does not. 

· The monitor notify() does not have a memory, whereas signal() does.  In other words, when there are no waiting threads a monitor notify()  is equivalent to a no-op.

· A monitor may sleep inside of its "critical section." In doing so, it  implicitly releases the mutex, thus allowing other threads to enter.

· A monitor wraps a data structure within the synchronization, enforcing  proper use. Semaphores rely completely on the programmer for proper use.
5. Answer the following questions:

(1) What is a “race condition”?
A race condition is when scheduling decisions affect the correctness of a program.
(2) What is a “data race”?
A data race is when two threads access the same data simultaneously, either one reading and one writing, or both writing.
(3) Which of these is easier to deal with? Describe one effective way of
 dealing with the easier of the two.
Data races are easier to deal with. One way of dealing with them is to regulate access to the shared data using a mutex. Lock just before each access, and unlock just after.
6. Evaluate the following C Programming Language expressions:

(1) !(0 && 0 || !0)


0
(2) Output of the given C program: (Standard: C89/C90/C99)
#include <stdio.h>
#define OP(T,A,B) { \
    T temp; \
    temp = A; \
    A = B; \
    B= temp; \
}

int main() {
    int arr[] = { 3,4,5,6,7,8,9 };
    int j, i=2;
    OP(int, i , arr[i])
    for (j = 0; j < 7; j++) printf(“%d”, arr[j]);
    return 0;
}

3456729
7. Consider a logical address space of eight pages of 1024 addressable words each,
 mapped onto a physical memory of 32 frames. Please answer the following:

(1) How many bits are there in the logical address?

10-bits offset; 3-bits logical page:13-bit
(2) How many bits are there in the physical address?

10-bits for offset, 5-bits physical frame: 15-bits.
8. Consider a paging system with the page table (1 level) stored in memory. Please answer the following:

(1) If a memory reference takes 200 nsecs, how long does a paged memory reference
 take?
400ns (page table: 200ms; target memory ref. 200ns)
(2) If we add associative registers (TLB), and 75% of all page-table references are

found in the associative registers, what is the effective memory reference time?

0.75*200ns + 0.25*400ns = 150ns + 100ns = 250ns
9. In the figure below assume that the physical frame size is 4KB and the Page Directory
 must fit within one page frame and each directory entry is exactly 32 bits.
Answer the
 following questions:

(1) The Page Directory:

How many page directory entries are there?
1K
How many bits of the virtual address are required to index into the page directory?

10-bits
(2) Page Table:

How many bits of the virtual address must be used for the page number (offset in

page table)?
The address uses 12-bits for the page offset
 and 10-bits for the page directory entry, leaving 10-

bits for the page table index.
How much space does one page table use if each entry is 32 bits?

4KB (there are 1K entries in the page table)
(3) Access times:

If a memory access takes 200 nanosecond, then how long does a paged memory

reference take (ignore caching/TLB effects)?

One for each level plus the target memory object:
 3*200ns = 600ns.
If a TLB is used and you assume its access time is zero, what is the effective

access time if 80% of all table references where in the TLB?

0.8*200ns + 0.2*600ns = 160ns + 120ns = 280ns
(4) Usage:

Are the tables created and maintained by hardware or software?
Software
Are the page tables used by the hardware or software?
Hardware
10. Please answer the following questions regarding red-black tree:

(1) Is it true that in the worst case, a red-black tree insertion requires O(1) rotations?

True, at most two rotations are performed.
(2) Is it true that walking a red-black tree with n nodes in in-order takes Θ(n log n) time?

False, an in-order tree walk takes Θ(n) time.
(3) Given a red-black tree with n elements, how fast can you sort them using the tree?

Θ(n) using an in-order traversal.
(4) How fast can we build a red-black tree with n elements?

Each insertion into a red-black tree takes O(log n) time and we insert n
elements, so we can build the tree in time O(n log n).

(5) If a data structure supports an operation foo such that a sequence of n foo’s takes

O(n log n) time in the worst case, then the amortized time of a foo operation is Θ(
 ??? ) while the actual time of a single foo operation could be as low as Θ(

??? ) and as

high as Θ(
 ??? ).

The amortized time of a foo operation is Θ(log n) while the actual time of
 a single foo operation could be as low as Θ(1) and as high as Θ(n log n).
11. Probability question: Suppose that the time until the next telemarketer (電話行銷) calls my home is distributed as
 an exponential random variable. If the chance of my getting such a call during the next
 hour is 0.5, what is the chance that I’ll get such a call during the next two hours?
Letting λ denote the rate of this exponential random variable X,
we have 0.5 = FX (1) = 1 − e−λ , so λ = ln 2 and FX (2) = 1 − e−2λ = 1 − (e−λ )2 = 1 − (0.5)*2 =

0.75. Second solution: We have P (X ≤ 2) = P (X ≤ 1) + P (1 < X ≤ 2). The first term is
 0.5, and the second can be written as P (X > 1 and X ≤ 2) = P (X > 1)P (X ≤ 2 | X > 1).
 The first of these factors equals 1 − P (X ≤ 1) = 1 − 0.5 = 0.5, and the second (by virtue
 of the memorylessness of the exponential random variable) equals P (X ≤ 1) = .5. So
 P (X ≤ 2) = 0.5 + (0.5)(0.5) = 0.75.
12. Probability question: It is known that 90% of managers of all companies suffer from job related stress. What is the
 probability that in a sample of 10 managers as the following descriptions:

(1) Exactly 8 suffer from job related stress.
n = 10, x = 8, p = 0.9, q = 0.1
P(x) = n! /x! (n-x)! x px x qn-x
P(8) = 10! /8! 2! X (0.9)8 x (0.1)2
P(8) = 45 x (0.9)8 x (0.1)2
P(8) = 0.1937
(2) At most 2 suffer from job related stress.
x ≤2 (x = 0,1,2)
P(x) = n! /x! (n-x)! x px x qn-x
P(0) + P(1) + P(2)
P(0) = 10!/0! 10! X (0.9)0 x (0.1)10
P(0) = 1 x 1 x 0.110
P(1) = 10!/1! 9! X 0.91 x (0.1)9
P(1) = 10 x 0.9 x 0.19
P(1) = 0.000000009
P(2)= 10!/2! 8! X (0.9)2 x (0.1)8
P(2) = 45 x (0.9)2 x (0.1)8
P(2) = 0.0000003645
P(0) + P(1) + P(2) = 0.0000003746 or 3.746 x 10-7
12. Consider a 32 byte direct-mapped write-through cache with 8 byte blocks. Assume the cache updates on write hits and ignores write misses. Complete the table below for a sequence of memory references (occuring from left to right).
	address
	00
	16
	48
	08
	56
	16
	08
	56
	32
	00
	60

	read/write
	r
	r
	r
	r
	r
	r
	r
	w
	w
	r
	r

	line#
	0
	2
	 
	 
	 
	 
	 
	 
	 
	 
	 

	tag
	0
	0
	 
	 
	 
	 
	 
	 
	 
	 
	 

	hit/miss
	miss
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


  13. Redo the problem above except assume the cache invalidates on a write hit.
	address
	00
	16
	48
	08
	56
	16
	08
	56
	32
	00
	60

	read/write
	r
	r
	r
	r
	r
	r
	r
	w
	w
	r
	r

	line#
	0
	2
	 
	 
	 
	 
	 
	 
	 
	 
	 

	tag
	0
	0
	 
	 
	 
	 
	 
	 
	 
	 
	 

	hit/miss
	miss
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